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Slow oscillations of neuronal activity alternating between firing and
silence are a hallmark of slow-wave sleep (SWS). These oscillations
reflect the default activity present in all mammalian species, and are
ubiquitous to anesthesia, brain slice preparations, and neuronal
cultures. In all these cases, neuronal firing is highly synchronous
within local circuits, suggesting that oscillation–synchronization cou-
pling may be a governing principle of sleep physiology regardless of
anatomical connectivity. To investigate whether this principle applies
to overall brain organization, we recorded the activity of individual
neurons from basal ganglia (BG) structures and the thalamocortical
(TC) network over 70 full nights of natural sleep in two vervet mon-
keys. During SWS, BG neurons manifested slow oscillations (∼0.5 Hz)
in firing rate that were as prominent as in the TC network. However,
in sharp contrast to any neural substrate explored thus far, the slow
oscillations in all BG structures were completely desynchronized be-
tween individual neurons. Furthermore, whereas in the TC network
single-cell spiking was locked to slow oscillations in the local field
potential (LFP), the BG LFP exhibited only weak slow oscillatory ac-
tivity and failed to entrain nearby cells. We thus show that syn-
chrony is not inherent to slow oscillations, and propose that the
BG desynchronization of slow oscillations could stem from its unique
anatomy and functional connectivity. Finally, we posit that BG slow-
oscillation desynchronization may further the reemergence of slow-
oscillation traveling waves from multiple independent origins in the
frontal cortex, thus significantly contributing to normal SWS.
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Sleep is a periodically recurring state of inactivity character-
ized by loss of consciousness and reduced behavioral re-

sponsiveness. Physiologically, sleep is distinguished by global and
profound changes in neuromodulation and brain activity (1). Slow-
wave sleep (SWS), an essential part of mammalian sleep, is widely
viewed as a mediator of homeostatic and learning processes in the
brain. Its most evident hallmark is the prevalence of synchronized
slow neuronal oscillations (0.1 to 4 Hz) encompassing the macro-,
meso-, and microscopic [i.e., EEG, local field potentials (LFPs),
and single-neuron action potentials] levels. The cellular basis of
these slow oscillations is the rhythmic and synchronized alternation
of neurons between up and down states associated with plasma
membrane depolarization/hyperpolarization and increased/decreased
firing probability, respectively (2). Synchronized slow oscillatory ac-
tivity has been observed throughout the cortex and thalamus, in the
hippocampus, amygdala, and elsewhere (3–7). Slow-oscillation syn-
chronization between different brain regions may confer sub-
stantial advantages in information processing and communication
during sleep (8). However, synchrony depends on network con-
nectivity (9), and may not be an inherent feature of slow oscilla-
tion. Conceivably, alternative schemes where wide-scale slow
oscillations are desynchronized may enable multiple independent
routes for information transfer in the sleeping brain.
The basal ganglia (BG) are a group of interconnected brain

nuclei that receive most of their input and return a significant
fraction of their output to the thalamocortical (TC) system (10–
12). Intensively studied during waking behavior, the BG are

usually associated with action selection, reinforcement learning,
and habit formation (13, 14). Rodent studies have suggested that
the BG and midbrain dopaminergic neurons play a role in the
regulation of sleep–wake behavior (15, 16). However, no sys-
tematic work has been conducted to study the BG of nonhuman
primates during sleep. Given the major differences between
primates and rodents in sleep architecture (17), BG anatomy
(18), and physiology (19), we aimed to explore the phenome-
nology and mechanisms governing sleep in the primate BG and
relate them to the wider context of slow oscillations in the brain.
We used multiple (2–8) glass-coated tungsten microelectrodes

to record LFP and spiking activity from two young adult female
vervet monkeys during 70 full nights of normal uninterrupted
sleep. Sleep staging was performed using full polysomnography
and video surveillance. We examined the neural activity in the
striatum (putamen), pallidum (external and internal segments),
subthalamic nucleus, and substantia nigra, as well as the dorso-
lateral frontal cortex and the ventrolateral tier of the thalamus.
Here we first demonstrate that BG neurons change their dis-
charge rate and pattern significantly during the vigilance cycle.
We further show that BG neurons exhibit slow oscillations in
firing rate during natural SWS, thereby placing the basal ganglia
within the wider context of the sleeping brain. Intriguingly, we
also demonstrate that the BG maintain a unique state of desynch-
ronization of these slow oscillations. We conclude that slow-
oscillation desynchronization is a robust feature of the BG network
that persists while most of the brain deepens into concerted and
widespread synchronization during sleep.

Significance

Slow-wave sleep is widely associated with synchronized slow
oscillations recorded in the cortical mantle and elsewhere in the
brain. In this study, we focused on the basal ganglia, a group of
interconnected subcortical nuclei implicated in habit learning
and in common neurological disorders (e.g., Parkinson’s disease).
We show that unlike cortical circuits, where slow oscillation is
locally synchronized, slow oscillations of firing rates within each
basal ganglia nucleus are not phase-locked between adjacent
neurons, and are decoupled from the local field potential. Our
results establish that neuronal slow oscillations and synchrony
do not always co-occur, and highlight decorrelation as a key
feature of basal ganglia circuitry that persists even in the most
synchronized physiological conditions.
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Results
To study slow oscillatory activity in the basal ganglia and thala-
mocortical networks during normal sleep, we recorded spiking and
LFP multiple-electrode extracellular activity from the BG and TC
networks in sleeping nonhuman primates. The animals were ha-
bituated to sleep in a primate chair, with their heads and hands
restrained, in a dark sound-attenuating recording chamber. Their
vertical sleep posture resembled the one monkeys assume while
sleeping in the wild (20) and in our animal facility yard (Fig. S1A).
We recorded scalp electroencephalogram (EEG) and trapezius
electromyogram (EMG) and electrooculogram (EOG) (Fig. S1B),
and each monkey’s face was video-recorded. Sleep staging was
semiautomatic and was based on clustering of individual sleep
epochs in terms of three features: EEG high/low-frequency range
power ratio, EMG root mean square, and eye-open ratio (Fig. 1A
and Materials and Methods). The monkeys’ sleep alternated be-
tween periods of shallow sleep (N1/2), deep sleep (slow-wave sleep,
analogous to N3;Materials and Methods), and rapid eye movement
(REM) sleep (Fig. 1B). The sleep architecture and EEG spectral
content during the different stages of the vigilance cycle (Fig. 1C)
were consistent with results reported for unrestrained nonhuman
primates (21) and humans (6). The relative proportions of sleep
stages and the average total sleep duration (Fig. S1C and Table S1)
were similar across recording nights and monkeys.

We recorded the neuronal activity in the dorsolateral frontal
cortex, ventrolateral tier of the thalamus, and most of the BG
neuronal assemblies (Fig. 1 D and E). A total of 909 neurons and
1,353 simultaneously recorded neuron pairs met the inclusion cri-
teria (minimal isolation score and discharge rate stability; Materials
and Methods) and were included in the analysis database (Table
S1). All field potentials were recorded simultaneously with well-
isolated units to ensure recording location and stability. We
recorded from the input (striatum and subthalamic nucleus; STN),
central, and output nuclei of the BG (22). In the striatum, we
discriminated between phasically active neurons, probably medium
spiny neurons (MSNs), which are considered to be the striatal
projecting neurons, and tonically active neurons (TANs), which are
probably cholinergic interneurons. Here, we focus on the BG
projection neurons (Fig. 1E; see Fig. S3 for the analysis of TAN
activity during sleep). In the STN, central (globus pallidus external
part, GPe), and output BG nuclei (globus pallidus internal part,
GPi; substantia nigra pars reticulata, SNr), we recorded the high-
frequency discharge (HFD) projection neurons, which make up the
main neuronal population of these nuclei (23).

BG Neurons Change Their Firing Rates and Patterns During the
Vigilance Cycle. In most BG and TC structures, single-neuron fir-
ing rates and patterns underwent substantial modulations as the
monkey alternated through the vigilance cycle. The firing rate was

Fig. 1. Polysomnography, electrophysiological targets, and basic discharge features of the basal ganglia and thalamocortical networks. (A) A typical example
of the output of the semiautomatic sleep staging algorithm for one night (monkey D). The algorithm was used to cluster the different sleep stages
(wakefulness, N1/2, SWS, and REM sleep) by high/low EEG power ratio, EMG activity (see also Fig. S2), and eye-open ratio (Materials and Methods). (B) A
typical hypnogram depicting the succession of sleep stages for a single night (monkey D). (C) Power spectrum density histogram of EEG activity (C4 electrode)
for all epochs of a representative night (monkey N) reveals differences between sleep stages. N1/2 and SWS show increased power in the slow-oscillation
range as well as in the spindle (11 to 16 Hz) range. Black dash-dotted and gray dotted horizontal lines indicate the low- (0.1 to 7 Hz) and high- (15 to 25 Hz)
frequency ranges, respectively, used for calculating the high/low EEG power ratio. (D) A coronal section (∼anterior commissure −6 mm) from the post-
operative MRI scan showing the brain and the recording chamber (gray box above left hemisphere, monkey N). (E) Box and arrow schematic model of the
functional anatomy of the TC and BG networks. The color scheme used here is used in all subsequent plots. (F) Average firing rate in different brain structures,
for wakefulness (light bars), SWS (dark bars), and REM sleep (empty bars). (G) Average coefficient of variation (CV) of the distribution of interspike intervals
(ISIs) in different brain structures and sleep stages. For F and G, n = 66, 96, 72, 94, 321, 175, and 85 for the cortex, thalamus, MSN, STN, GPe, GPi, and SNr.
Horizontal bars indicate statistical comparisons of wakefulness vs. SWS and REM sleep vs. SWS. n, nonsignificant; *P < 0.05, **P < 5 × 10−4, Wilcoxon signed-
rank test, Bonferroni-corrected. Error bars represent SEM. CTX, cortex; GABA, γ-aminobutyric acid; Glu, glutamate; THL, thalamus; U, unclassified.
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significantly lower during SWS than during REM sleep and
wakefulness in most structures (Fig. 1F). By contrast, the co-
efficient of variation of the distribution of interspike intervals in
most structures was significantly higher during SWS than during
REM sleep and wakefulness, indicating a shift to less regular firing
(Fig. 1G). GPe, GPi, and SNr pauses, spontaneous cessations of
firing (24), were most prominent during SWS (Fig. S4).

BG Neurons Exhibit Slow Oscillations in Firing Rate During Slow-Wave
Sleep. During SWS, cortical neurons produce oscillations in the
range of 0.1 to 4 Hz [slow oscillations (3, 25)] in their firing rate.
Here we present evidence for similar slow oscillations in the BG.
Fig. 2A depicts examples of spiking activity recorded in the
dorsolateral frontal cortex and the GPe during wakefulness and
SWS, with concurrent cortical depth EEG. The slow oscillatory
activity manifested in the TC and BG neuronal firing rate during
SWS (Fig. 2A, Lower) contrasts with the lack of such activity
during wakefulness (Fig. 2A, Upper). This prominent slow os-

cillatory activity during SWS was also maintained at the pop-
ulation level. Fig. 2B presents the single-unit firing rate power
spectrum density histograms (normalized by the cumulative
power in the 0.1- to 35-Hz range) in the cortex and GPe, rep-
resenting the TC and BG networks during wakefulness and
SWS (light and dark colors, respectively). The spectra were
averaged over all 10-s SWS/wakefulness epochs from all
recorded cortex or GPe neurons. To quantify the extent to
which TC and BG neurons change their firing pattern during
SWS, we computed a low-to-high firing rate power ratio
(LHPR) by dividing the average relative power at 0.1 to 2 Hz by
the average relative power at 9 to 15 Hz (solid and dashed hori-
zontal black lines, respectively, in Fig. 2B). A cell was defined as
exhibiting slow oscillations in firing rate if its LHPR during SWS
was significantly higher than 1 and significantly higher than the
median LHPR during REM sleep and wakefulness (Materials and
Methods). The proportions of cells exhibiting slow oscillations in
the cortex and thalamus (50.0 and 47.3%, respectively; Fig. 2C)

Fig. 2. Slow oscillations in firing rate during SWS in the basal ganglia are at least as prominent as in the thalamocortical network. (A) Typical examples of cortical
and GPe unit activity during wakefulness and SWS, both recorded simultaneously with cortical-depth EEG (LFP, black). Horizontal bars, 1 s; vertical bars, 100 μV. (B)
Average relative power spectra of cortical (Left) and GPe (Right) firing rate during wakefulness (light trace) and SWS (dark trace). Gray background represents
frequency ranges where SWS relative power was significantly higher than during wakefulness (Mann–Whitney U test, FDR correction for multiple comparisons,
P < 0.05). (B, Insets) Low (0.1 to 2 Hz; solid black line in main panel) to high (9 to 15 Hz; dashed black line) power ratios for wakefulness and SWS, across cortical or
GPe cells. Bars indicate average LHPR for all neurons, and black lines represent LHPRs for 20 randomly selected neurons. For B, C, and H: n = 66, 96, 72, 94, 321, 175,
and 85 neurons or LFP recording sites. (C) Percent of cells exhibiting slow oscillations in the TC (Left) and BG (Right) networks during SWS (out of cells recorded
during SWS). (D) Average LHPRs over all sleep stages in the TC (Left) and BG (Right) networks, for cells exhibiting slow oscillations. For D–G: n = 27, 43, 41, 61, 257,
154, and 57 neurons. *P < 0.05, **P < 0.001, ***P < 10−5. SWS vs. N1/2: P < 0.05 for MSN, GPe, GPi, and SNr; others nonsignificant, Wilcoxon signed-rank test,
Bonferroni-corrected. (E) Average LHPRs for the TC and BG, during SWS, normalized by either mean wakefulness LHPR (filled bars) or mean REM LHPR (empty
bars). Wakefulness normalization: All comparisons were nonsignificant except thalamus vs. MSN, P < 5 × 10−3. REM normalization: cortex vs. GPe, GPi, and SNr, P <
0.05; thalamus vs. MSN and SNr, P < 5 × 10−5. All other comparisons were nonsignificant. Mann–Whitney U test, Bonferroni-corrected. (F) SWS slow-oscillation
frequency per structure. (F, Inset) EEG slow-oscillation frequency. (G) SWS LHPRs (normalized by mean wakefulness LHPR) before and after random spike pruning
of BG high-frequency discharge neurons (Fig. S6). Before vs. after pruning, P < 0.05 for all four structures, Wilcoxon signed-rank test, Bonferroni-corrected. *P <
5 × 10−4, Wilcoxon signed-rank test, power ratio vs. 1. (H) LFP SWS LHPRs, normalized by mean wakefulness LHPR (filled bars) or by mean REM LHPR (empty bars)
for all recording sites in the TC and BG networks. Wakefulness-normalized LFP LHPR was higher than 1 for the cortex (P < 5 × 10−5) and lower than 1 (P < 5 × 10−3)
for all BG structures except the GPe (Wilcoxon signed-rank test, Bonferroni-corrected). REM sleep normalization of LFP LHPRs yielded similar results. Error bars
represent SEM. SO, slow oscillations; W, wakefulness.
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were in line with those reported for these structures during normal
sleep and anesthesia (4, 6). All of the BG neuronal assemblies
displayed higher percentages of cells exhibiting slow oscillations
than in the TC network (60.3 to 90.1%; Fig. 2C). In what follows,
the firing rate LHPRs are only discussed for those TC and BG
cells exhibiting slow oscillations (Table S1, numbers in parenthe-
ses). Average LHPRs in the TC and BG structures, for all sleep
stages, are shown in Fig. 2D. LHPRs were consistently higher
during SWS (when the EEG exhibits slow oscillations) than during
wakefulness or REM sleep. Further, in most structures, SWS
LHPRs were also significantly higher than N1/2 LHPRs. The
LHPRs differed not only between sleep stages but also between
brain structures, partly due to differences in firing rates (see be-
low). To enable interstructure comparison, we normalized the
LHPRs calculated during SWS by the mean LHPR calculated
during wakefulness (Fig. 2E, filled bars) or during REM sleep
(Fig. 2E, empty bars). Wakefulness-normalized SWS LHPRs were
not significantly different in TC compared with BG neurons, apart
from the MSN LHPR, which was lower than the thalamus LHPR.
REM-normalized SWS LHPRs were significantly higher for GPe,
GPi, and SNr than for the cortex, and higher for the thalamus than
for MSN and SNr (Fig. S5 shows normalized SWS LHPRs for all
stages and structures).
TC and BG slow oscillations during SWS were also similar in

their mean frequency: For the cortex and thalamus, the mean
frequencies were 0.51 and 0.55 Hz, whereas the BG mean fre-
quencies ranged from 0.49 to 0.57 Hz (Fig. 2F). These fre-
quencies were also similar to the EEG slow-oscillation frequency
during SWS (Fig. 2F, Inset).

BG Slow Oscillations Are Not Abolished by Random Spike Pruning.
Despite the normalization of the SWS LHPR by its wakefulness
or REM values (Fig. 2E and Fig. S5), it could still be argued that
the abundance of slow oscillations in the BG HFD neurons is
simply a consequence of their higher firing rate (26). To examine
this hypothesis directly, we performed random spike pruning
such that each cell’s pruned mean firing rate was as low as four
spikes/s, similar to the average cortical firing rate during SWS.
Pruning significantly reduced BG HFD neurons’ wakefulness-
normalized LHPR, but the pruned LHPR was still significantly
higher than 1 (Fig. 2G). These results suggest that SWS slow os-
cillations in firing rate are a fundamental characteristic of the BG
network, and that the intrinsic high discharge rates of HFD
neurons allow BG slow oscillation to become even more prom-
inent. Fig. S6 shows that HFD neurons’ slow oscillations are
preserved as well when spikes are pruned to the lower firing rate
of two spikes/s characteristic of MSN firing.

Unlike Unit Activity, LFP Slow Oscillatory Activity Is Markedly Lower
in the BG than in the Thalamocortical Network. Finally, we wished to
examine whether BG slow oscillations were also present in the
LFP (Fig. 2H). We found that contrary to unit activity, LFP slow
oscillations were dramatically reduced in the BG compared with
the TC network. Average wakefulness-normalized SWS LHPRs
(Fig. 2H, filled bars) were significantly higher than 1 for the cortex
but lower than 1 for BG structures. REM sleep normalization of
SWS LHPRs yielded similar results (Fig. 2H, empty bars).
Considered collectively, our results demonstrate that during

the “synchronized” brain state (SWS), but not during the “acti-
vated” brain states (REM sleep and wakefulness), BG nuclei
manifest slow oscillations in firing rate comparable to those
characteristic of the TC network, or even stronger. These slow
oscillations are prominent at the BG single-cell spiking level and
weaker in the BG local field potential.

Contrary to the Thalamocortical Network, BG Pairwise Firing Is Not
Correlated During SWS. The manifestation of BG slow oscillations
during natural SWS might suggest that, similar to EEG (3) and
TC neuronal activity (9, 27), BG neurons should also be highly
correlated during SWS. However, spike-to-spike cross-correlation
analysis of pairs of simultaneously recorded BG neurons across

vigilance stages revealed that they remained uncorrelated even
during SWS. Fig. 3A depicts examples of simultaneously recorded
cortex and GPe cells during wakefulness and SWS. During SWS,
both cortical and GPe cells exhibited slow oscillations in firing
rate. In the cortex, spiking was synchronized between cells and
locked to the troughs of the concurrent-depth EEG oscillation,
whereas in the GPe spiking was neither synchronized between
cells nor locked to the cortical-depth EEG. Fig. 3 B and C show
the average spike-to-spike cross-correlation histograms for the TC
(Left) and BG (Right) cell pairs during wakefulness and SWS,
respectively. During both wakefulness and SWS, cortical and
thalamic cells tended to fire action potentials simultaneously. In
sharp contrast, the majority of pairs in the BG maintained
uncorrelated firing.
To obtain a quantitative representation of these differing ten-

dencies for correlated firing, we calculated the area under the curve
of the cross-correlation histograms. This area was significantly
higher for the TC group than for the BG group in all vigilance states
(Fig. 3D). Thus, the spike-to-spike correlation analysis showed that
during the synchronized state of the vigilance cycle (SWS), as during
the activated states (REM and wakefulness), correlated activity
remained absent in the BG. On the other hand, spike pairwise
correlations were present in the TC network during both SWS and
the activated states. A cross-correlation analysis solely over pairs of
cells exhibiting slow oscillations yielded similar results.

Contrary to the Thalamocortical Network, BG Slow Oscillations Are
Desynchronized Between Cells. To recapitulate, most BG neurons
manifested slow oscillations in firing rate during SWS, to an
extent that was at least comparable to the cortex and thalamus
(Fig. 2). However, they did not exhibit the spike-to-spike cor-
relations characteristic of cortical and thalamic neuronal pairs
(Fig. 3). This apparent discrepancy may be resolved by consid-
ering the possibility that individual slow waves in the BG may not
be phase-locked (e.g., Fig. 3A, Right Lower).
To test this hypothesis, we examined the phase locking and

correlations of single slow-oscillation waveforms in pairs of cells
exhibiting slow oscillations in the TC and BG. Fig. 4A presents
circular distribution histograms of the phase differences between
peaks of slow waves in simultaneously recorded pairs of cells within
the TC and BG networks. In the cortex and thalamus (Fig. 4A,
Left), slow-oscillation wave peaks were preferably aligned together,
as evidenced by the abundance of phase differences around zero. By
contrast, BG slow-oscillation peaks (Fig. 4A, Right) were not
aligned. This difference between the TC and the BG networks was
also evident in the average values of the phase-lock indices of the
distributions of phase differences (PLIs; Fig. 4B). PLI values range
from 0 (where phases distribute evenly around the circle) to 1 (all
phase vectors point in the same direction). Cortex and thalamus
PLIs were higher than all BG PLIs (Fig. 4B), indicating a greater
concentration of phase vectors pointing in the same direction.
Recent publications (28) have emphasized the importance of the

shape of periodic waveforms. We therefore calculated the correla-
tion between single slow waves of neuron pairs in the BG and TC
networks. Fig. 4C shows that single slow-oscillation waveforms in
the TC network exhibited a tendency toward higher positive cor-
relations, whereas in the BG network the distribution of correlation
coefficients was roughly flat. The average correlation coefficients
were significantly higher for the TC waveforms (Fig. 4D).
One possible explanation for these results is that the typical

distances (0.5 to 3 mm) between our simultaneously recorded
neurons may have been functionally shorter in the TC than in the
BG network. Specifically, rather than complete desynchronization,
closer BG cells may in fact have been synchronized and synchrony
weakened with distance. In this scenario, a positive correlation
would be expected between intercell distance and phase differ-
ence. However, in our data, the phase synchrony (in the TC) or
lack thereof (in the BG) was not related to distance (Pearson’s r in
the range of −0.103 to 0.039 for all TC and BG pairs, and the
effect size, measured by Cohen’s d, was correspondingly low,
ranging from −0.207 to 0.078; Fig. 4B, Inset). These results suggest
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that the BG slow-oscillation desynchronization was not distance-
related. Similarly, we investigated the possibility that the phase
difference might be related to a similarity in frequency (i.e., cells
that oscillate in closer average frequencies would tend to be more
synchronized) and found negative results (Pearson’s r in the range
of −0.083 to 0.021, and Cohen’s d in the range of −0.166 to
0.041 for all TC and BG pairs).

Unlike the Cortex and Thalamus, BG Spiking Is Decoupled from LFP
During SWS. We have shown that the BG LFP (recorded from
microelectrode tips relative to skull screw reference; Fig. 2H)
exhibited a significantly lower degree of slow oscillation compared
with the cortex. Next, we analyzed the phase locking between
spiking and LFP activities in TC and BG neurons that exhibited
slow oscillation (Fig. 4 E and F). The cortical and thalamic firing
tended to concentrate around the trough of the LFP oscillation
(Figs. 3A and 4E, Left), whereas in the BG no preferred LFP slow-
oscillation phase was apparent for spiking (Fig. 4E, Right). We
computed the PLI for the distribution of LFP slow-oscillation
phases in which spikes occurred. Here as well the average PLI
was significantly higher for cortical cells than for BG (Fig. 4F) and
higher for thalamic cells than for the GPe, GPi, and SNr. Corre-
lation analysis of the LFP recorded by neighboring monopolar
electrodes yielded similar results: The LFP signal, filtered to
contain only energy in the slow-oscillation frequency domain
(0.1 to 2 Hz), was more correlated between electrodes in the TC
than in the BG network [TC average correlation, 0.60; BG average
correlation, 0.37; one-way ANOVA, planned contrasts; degrees of
freedom (df) = (6, 823), P < 5 × 10−5].
Taken together, our data support the idea that both TC and

BG neurons exhibit slow oscillations in firing rate during SWS.
However, whereas the TC network is hallmarked by a state of
single-neuron and EEG/LFP slow-oscillation synchronization, in
the BG slow oscillation is desynchronized between neurons, re-

gardless of the distance between them, and decoupled from the
EEG and LFP.

Discussion
The finding that basal ganglia neurons exhibit slow oscillations
(∼0.5 Hz) in firing rate places the BG in the broader scheme of
the sleeping brain. In contrast, BG slow-oscillation desynchro-
nization, which persists even through the most naturally syn-
chronized brain state of slow-wave sleep, singles them out as a
unique exception in the central nervous system (3–7).
Changes in GPe discharge rate or pattern during sleep or eye

closure have been reported in monkeys (29, 30), but these obser-
vations were limited and lacked a firm basis of polysomnography-
based sleep staging. Rodent studies reported SWS 1- to 2-Hz
bursting in the STN (31) and rhythmic membrane potential
changes in MSNs correlated with cortical EEG (32). Bursty firing
during sleep (using only EEG for staging) was also observed
intraoperatively in 11 STN neurons in Parkinson’s disease pa-
tients (33). Finally, slow membrane potential oscillations in MSNs
and slow oscillations in STN and GPe firing rates were reported
during anesthesia in rats (34–37). These results provide evidence
for the ability of the BG neural substrates to maintain slow os-
cillations given a correlated low-frequency cortical input.

Slow Oscillation in the BG May Originate in the TC Network. Sleep
slow oscillations are believed to initiate in the cortex and prop-
agate to other brain structures (6, 27). This is suggestive that slow
oscillations observed in the BG may originate in the TC. The BG
receive significant input from the TC network through the STN
and striatum (10–12), and exhibit stronger slow oscillations
during SWS than during other vigilance states (Fig. 2D and Fig.
S5). Furthermore, the BG slow-oscillation frequency is compa-
rable to TC or EEG frequencies (Fig. 2F). In anesthetized rats,
low-frequency rhythmic oscillation in BG neurons (STN, GPe,

Fig. 3. Unlike the thalamus and cortex, spike-to-
spike correlations in the basal ganglia are absent
even during SWS. (A) Typical examples of multi-
electrode simultaneous recording of three neurons
in the TC and BG networks during wakefulness and
SWS (units 1 to 3 in Upper and Lower are not the
same). Horizontal bars, 1 s; vertical bars, 100 μV. (B)
Average spike-to-spike correlation histograms in the
TC (Left) and BG (Right) networks during wakeful-
ness. The firing rate was smoothed and normalized
such that the mean background firing was 0 for all
nuclei. Colored horizontal lines represent delays
where the cross-correlogram was significantly higher
than one spike per s. Numbers of pairs: n = 34, 89,
17, 41, 496, 348, and 60 for the seven structures.
Wilcoxon signed-rank test, FDR-corrected for multi-
ple comparisons, P < 0.05. (C) Same as B, only for
SWS (n = 42, 114, 23, 55, 575, 404, and 73 pairs). (D)
Area under the curve (AUC) for 1,500 ms around the
trigger spike in the cross-correlation histograms.
Light, empty, and dark bars are for wakefulness,
REM, and SWS (wakefulness and SWS numbers of
pairs as in B and C; REM numbers of pairs: n = 19, 47,
7, 27, 347, 281, and 46). AUC for TC group vs. BG
group, one-way ANOVA, planned contrasts; SWS:
df = (6, 1,280), P < 5 × 10−6; wakefulness: df = (6,
1,079), P < 5 × 10−4; REM: df = (6, 768), P < 5 × 10−3.
Continuous shading around the traces in B and C and
error bars in D represent SEM. FR, firing rate.
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MSNs) was disrupted by electric stimulation to the cortex
resulting in loss of cortical synchronization, thus supporting the
claim for the cortical origin for BG slow oscillation (35, 36).
The ascending reticular activating system, widely assigned a

critical role in the cortical transition to SWS (38), may also play a
role in the entrainment of BG nuclei into slow oscillation, pre-
sumably through the thalamic intralaminar nuclei and histamin-
ergic, serotonergic, and cholinergic BG innervation (39, 40).
Intriguingly, the dopaminergic substantia nigra pars compacta
(SNc) neurons did not exhibit firing rate modulation during SWS
(41, 42). These results are strengthened by our finding of a lack of
firing rate modulation of striatal cholinergic interneurons (TANs)
as a function of vigilance state (Fig. S3). By contrast, ventral
tegmental area neurons, which probably innervate the ventral
striatum and frontal cortex, have recently been shown to be in-
volved in the regulation of the sleep–wake cycle in rodents (16).
In the work cited above, reporting no changes in firing rate

during the vigilance cycle in SNc dopaminergic neurons, firing
rate oscillations and between-cell correlations were not evalu-
ated. Such sleep-related modulation of firing rate oscillations or
neuronal correlations in the SNc, rather than mere changes of
firing rate, may indeed play a role in the emergence of the BG
neuronal activity modulations shown above. Indeed, a possible
role for SNc dopaminergic neurons in sleep regulation is suggested
by the stimulating effects of dopaminergic agents (43) and by re-
cent work showing that SNc lesions in rats and primates resulted in
a substantial reduction of NREM/SWS time and a fragmentation
of sleep–wake states (44, 45). Alternatively, a recent study (46)
suggested that axonal dopamine release might be substantially af-

fected by the concurrent state of nicotinic acetylcholine receptors,
which could possibly override the lack of changes in the firing rate
and pattern of the dopaminergic neurons.

Possible Mechanisms for the Desynchronization of BG Slow Oscillations.
Attributing a thalamocortical origin to BG slow oscillations does
not account for slow-oscillation desynchronization in the BG. The
lack of spike-to-spike correlations in BG HFD neurons is not
unique to sleep, and was originally reported in awake monkeys
(47). Thus, uncorrelated firing is conceivably an underlying feature
of the healthy BG, and may stem from its normal anatomy and
physiology. At least two nonmutually exclusive mechanisms may
account for the emergence of desynchronized BG activity: active
desynchronization by lateral inhibition (48, 49), or an anatomical
pattern of parallel segregated hardwiring that guarantees that dif-
ferent BG cells only share a minor fraction of their input (50).
These are discussed in detail below.
Lateral inhibition. BG GABAergic neurons (MSNs and GPe, GPi,
and SNr neurons) project onto neighboring cells’ somata and
dendrites (51). Given the high spontaneous firing rates of the
GPe, GPi, and SNr neurons and the high anatomical density of
MSN collaterals, these cells may exert powerful inhibition on
their neighbors. This mode of lateral inhibition has been sug-
gested to be a potent active decorrelation mechanism (49). A
state of massive lateral inhibition in BG nuclei is likely to man-
ifest in pairs of simultaneously recorded cells exhibiting a nega-
tive correlation or a winner-take-all dynamic (52). We observed a
small percentage of BG cells showing nonflat cross-correlations, but
these pairs exhibited both facilitation and inhibition (53).

Fig. 4. Slow oscillations in the basal ganglia are
desynchronized between cells and decoupled from
the LFP. (A) Polar histograms of phase differences
between slow-oscillation peaks of simultaneously
recorded cells in the TC (Left) and BG (Right) net-
works. Circle radii, marked on circles, indicate rela-
tive proportions of phases in 4.8° bins (n = 565,
4,916, 699, 2,593, 170,098, 98,942, and 7,875 slow-
wave pairs, for the seven structures, for all data in A–
D). (B) Phase-lock index for the distribution of phase
differences. Thalamus or cortex vs. each of the BG
structures, two-group concentration homogeneity
test, P < 5 × 10−14, Bonferroni-corrected. (B, Inset)
Pearson correlation coefficients of the correlation
between phase difference and intercell distance, for
all BG and TC structures. (C) Distribution of Pearson
correlation coefficients between concurrent slow-
oscillation waveforms. Note the break of the y axis
for the thalamus trace (Left). (D) Mean population
Pearson correlation coefficient. Mann–Whitney U
test, thalamus or cortex vs. each of the BG structures,
P < 5 × 10−17, Bonferroni-corrected. (E) Unit dis-
charge rate around the trough of concurrent LFP
slow oscillation in TC (Left) and BG (Right) neurons
exhibiting slow oscillations (smoothed and averaged
across units). (E, Upper) Average traces of LFP slow
oscillation. Vertical bar, 50 μV. Firing rate for every
unit is calculated as the percent of the average firing
rate of the unit. For E and F: n = 27, 43, 41, 61, 257,
154, and 57 neurons for the seven structures. (F) PLI
of the distribution of single-spike phases in relation
to the concurrent LFP slow oscillation, for all struc-
tures, averaged across cells. Mann–Whitney U test,
cortex vs. each of the BG structures, P < 1 × 10−7,
Bonferroni-corrected. Thalamus vs. GPe, GPi, and
SNr, P < 5 × 10−4; thalamus vs. MSN and STN, non-
significant, Bonferroni-corrected. Error bars in D and
F represent SEM.
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However, the lack of strong negative BG correlations cannot
exclude milder states of active decorrelation [e.g., the “winners-
share-all” mechanism (48)], especially in the striatum. In any
case, the lateral inhibition mechanism does not explain the lack
of pairwise correlations in the STN, which is composed almost
entirely of excitatory (glutamatergic) projection neurons. Thus,
functionally strong lateral inhibition is probably not the major
mechanism of BG desynchronization.
Sparse common inputs. The highly convergent BG neuronal input
from the cortex and thalamus converges even further through the
BG neuronal assemblies, as evidenced by the sharp decrease in
tissue volumes and cell numbers down this axis (10, 54, 55). An-
atomical tracing studies have shown that a single GPe or GPi/SNr
cell samples the activity of numerous striatal cells, any one of
which samples numerous cortical/thalamic cells (10, 12, 55, 56).
Recent work has suggested that rather than being synchronized

across the cortical mantle, individual cortical slow waves are better
portrayed as traveling waves propagating through the cortex along
anatomical pathways (6, 25, 57, 58). Moreover, different slow-
oscillation patterns arise simultaneously from multiple origins
throughout the cortex, creating complex local patterns rather than a
single propagating wave (58, 59). Thus, although locally synchro-
nized, concurrent slow oscillations in remote parts of the cortex may
be out of phase. BG cells, even those that are closer in space, may
receive convergent inputs from distinct, sometimes remote, regions
of the cerebral cortex and thalamus (60). Representing the activity
of cortical and thalamic areas whose oscillations may not be in
phase, the slow oscillatory activity in two BG cells may not neces-
sarily be synchronized. This consideration may help explain why the
desynchronization observed here was not distance-related (Fig. 4B,
Inset), as is the case for neural correlations (or the lack thereof) in
the normal and parkinsonian pallidum (61, 62).

Spike–LFP Decoupling May Also Result from BG Convergent Anatomy.
We have shown that contrary to the TC system, slow oscillation
during SWS was weaker in the BG LFP, and that spiking in the BG
(unlike TC) neurons was not phase-locked to the concurrent LFP.
These results can be interpreted in the context of converging differ-
ential inputs to BG cells. By regarding the LFP as a sum of post-
synaptic potentials of nearby neurons, we can compare the TC and
BG networks in terms of their degree of shared input. In a population
of neurons exhibiting higher degrees of shared input and similar
anatomical geometry (like the cortical network, and unlike the BG),
the barrage of postsynaptic potentials should be similar across cells.
This may result in a more highly correlated LFP and greater slow-
oscillation amplitudes (63), as we demonstrate for the TC network.
Finally, this state of high input sharing should make spiking corre-
lated between neurons and be coupled to the LFP (Fig. 4).
Therefore, we propose that just as for slow-oscillation desynch-

ronization of the spiking activity, the weaker LFP slow oscillations
and lack of spike–LFP coupling in the BG may stem from the
convergent but still functionally segregated anatomy of this net-
work. Further, the discordance between the prominent slow os-
cillation in BG spiking and its absence in the LFP may suggest that
the BG LFP does not represent the major driving force behind cell
spiking. BG LFP analysis is further complicated by volume con-
ductance, as was shown in a recent paper which suggested that in
the human STN, LFP recorded by monopolar electrodes is con-
siderably affected by remote, presumably cortical, potentials (64).
In ketamine-anesthetized rats, single-neuron oscillations in the

STN and GP were in-phase within the same nucleus (35). This
discrepancy with the results presented here may be ascribed to the
fact that deep anesthesia leads to more synchronized cortical os-
cillations, which may not allow for cross-region phase differences
and cortical traveling waves. In this setting, the presumably con-
vergent hardwiring of the cortico-BG anatomy is likely to preserve
phase relationships rather than desynchronizing neuronal firing.

Slow Oscillation in Structures Receiving BG Output. Slow-oscillation
synchronization in the cortex is thought to be crucial for long-
range neural communication and effective memory consolida-

tion during sleep (8). The BG example constitutes an exception
to this putative association between oscillation and synchroni-
zation and raises the issue of the brain-wide advantages of
desynchronization in slow oscillations. We suggest that the BG
desynchronized output may play a role in brain-wide sleep
physiology. The BG output structures (GPi and SNr) target the
ventroanterior, ventrolateral, and intralaminar nuclei of the thala-
mus, which in turn innervate areas in the frontal cortex and wide-
spread cortical areas, respectively. The BG funnel-like architecture
may enable summation and convergence of TC input from vast
cortical areas onto single BG output cells, thus possibly accounting
for the increased fraction of cells exhibiting slow oscillations in the
BG (Fig. 2C). Emerging from these results and considerations is the
idea that the BG might supply a powerful returning and amplifying
input of slow oscillation to cortical frontal regions.
An individual cortical slow wave can arise as a combination of

patterns from independent origins that are active together (58,
59), and slow-oscillation hotspots usually occur in more anterior
regions (25, 57). The BG slow-oscillation output back to cortical
frontal areas may help to activate spontaneous potential hot-
spots, and their inherent lack of synchrony may allow these
hotspots to be differentially active at any given time. In this
sense, BG desynchrony might further the emergence of a scheme
where the oscillation origins are widely dispersed and the cortical
oscillations during natural sleep are not overly synchronized.

Concluding Remarks. Assessing the generalizability of our results
and the possible contribution of BG slow-oscillation desynchro-
nization in the context of brain-wide sleep physiology, we are re-
stricted by some statistical limitations of the current design: first,
the small number of animals used in this study, and second, the
high interdependence of within-subject measures (i.e., neuronal
activity in different brain regions within the same animal), holding
the possibility for underlying confounding factors influencing the
results. In future work, the first limitation might be resolved by the
application of Bayesian statistical methods, which would make it
possible to incorporate prior knowledge in the assessment of ex-
perimental data, especially when sample sizes are small (65).
To establish causal relationships between BG activity and

sleep maintenance, future studies should utilize dissective meth-
ods aimed at silencing specific BG outputs (or abolishing their
inherent desynchronized firing) and assess the resultant changes in
vigilance. Such explorative efforts would benefit from the analysis
of BG diseases such as Parkinson’s disease, where extensive sleep
alterations occur. Characterized by the underlying degeneration of
the SNc dopaminergic neurons, an analysis of the specific alter-
ations of neuronal activity in the parkinsonian brain (either in
patients or in animal models) may shed light on the causal rela-
tions of BG activity and sleep maintenance, and suggest a new
frame of clinical, circuit-based treatment for sleep disorders in
Parkinson’s disease.
In conclusion, we presented evidence for the existence of slow-

oscillation desynchronization in the BG during SWS of nonhuman
primates. We suggested that this desynchronization stems from
the unique BG anatomy and that it may constitute a decorrelation
mechanism for slow-wave generation in the cortex. A better un-
derstanding of BG sleep physiology and pathophysiology could
pave the way for better treatments of sleep disorders that are
highly common in Parkinson’s and other BG-related diseases.

Materials and Methods
All experimental protocols were conducted in accordance with the National
Institutes of Health Guide for the Care and Use of Laboratory Animals (66)
and with the Hebrew University guidelines for the use and care of laboratory
animals in research. The experiments were supervised by the Institutional
Animal Care and Use Committee of the Faculty of Medicine, The Hebrew
University. The Hebrew University is an Association for Assessment and Ac-
creditation of Laboratory Animal Care internationally accredited institute.

Animals and Sleep Habituation. Data were obtained from two healthy, young
adult, female vervet monkeys (Chlorocebus aethiops sabaeus; D and N)
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weighing ∼3.5 kg. Two key considerations prompted us to select nonhuman
primates (over rodents or imaging human volunteers) as a model for this in-
vestigation. There are major differences between primates and rodents as
regards sleep architecture (17), their functional brain network organization (67),
and BG and frontal cortex anatomy and physiology (18, 19) but relative simi-
larities between primates and humans. In addition, the fMRI blood oxygen level-
dependent signal at current spatial and temporal resolutions does not reflect
neuronal activity at the cellular level, and cannot be used to identify single-
neuron and single-spike correlates of fundamental brain processes such as sleep.

The sleep recording routine was determined after a period of observation
of the monkeys’ sleep habits and schedules in the colony. The monkeys were
habituated to sleeping in a primate chair, positioned in a dark, double-
walled sound-attenuating room (IAC Acoustics). The primate chair re-
strained the monkeys’ hand and body movements but otherwise allowed
them to be in a position similar to their natural [sitting (20)] sleeping posture
(Fig. S1A). Two to 3 mo before surgery, the monkeys were taken each
evening (7 to 8 PM) into the room and left alone to sleep, with the lights off
but under infrared video human supervision. Habituation proceeded grad-
ually, and 2 wk before surgery the monkeys slept in the room the entire
night (10 to 11 PM until 5 to 6 AM, 4 to 5 nights per wk). During the daytime
and weekends the monkeys were housed in the monkey colony with their
peers in a 2.5 × 3-m yard. The monkeys were also trained on a classic con-
ditioning learning task which they performed in the evening, before sleep.
During the day they were food-restricted, and were only fed during this
∼1-h training and task performance. Supplementary food was given when
the monkeys did not reach their daily caloric minimum.

Surgery and Magnetic Resonance Imaging. Following sleep habituation, the
monkeys underwent a surgical procedure for the implantation of an MRI-
compatible Cilux head holder (Crist Instrument) and a 27-mm (inner edge)
square Cilux recording chamber (Alpha Omega Engineering) over the left
hemisphere (22). The recording chamber was stereotaxically positioned 45°
laterally in the coronal plane to cover most of the basal ganglia nuclei, frontal
cortex, and ventral tier of the thalamus (68). Six titanium screws were screwed
into the skull to allow for EEG recording (in both monkeys one of the EEG
screws broke, so five were used). Finally, three titanium ground screws were
placed in contact with the dura mater and connected to the chamber and
head holder using a titanium wire. Recordings began after a postoperative
recovery period of 5 to 7 d, during which an anatomical MRI scan (22) was
performed to estimate the chamber coordinates of the neuronal targets.

Polysomnography and Sleep Staging. To determine the sleep stages through-
out the entire night, the electroencephalogram, electrooculogram, and elec-
tromyogram were recorded and the eye state (open/closed) was monitored
using continuous video recording. The scalp EEG was recorded from five lo-
cations (three in the left hemisphere and two in the right): frontal (F3), central
(C1, C4), and posterior-occipital derivations (PO3 and PO4). EEG locations are
cited with respect to the modified combinatorial nomenclature for the EEG-
positioning 10–20 system, standardized by the American Electroencephalo-
graphic Society (69). EOG was recorded from each eye separately using
disposable paired pregelled surface electrodes (Rhythmlink International). EEG
and EOG channels were referenced to a common ground: two titanium epi-
dural ground screws that were interconnected and positioned at P5 and FC6.
EMG was recorded using disposable paired (bipolar recording) subdermal
needle electrodes (Rhythmlink International), inserted into the right trapezius
muscle. This location was selected after screening of several axial muscles, as it
allowed for a high-amplitude signal and good discrimination between the
tonic muscle activity during different sleep stages (Fig. S2).

All polysomnographic measures were sampled at 2,750 Hz. EEG and EOG
were digitally bandpass-filtered in the range of 0.1 to 35 Hz (Butterworth filter,
stopband at 0 to 0.05 Hz, 40 to 1,375 Hz. Minimal passband to stopband at-
tenuation, 10 dB. Forward–backward filtering was used to minimize phase
distortions. Filter specifications were the same for all filters, so hereafter
filters are specified only by passband and stopband ranges). EMG was
bandpass-filtered in the range of 10 to 100 Hz (stopband at 0 to 5 Hz, 120
to 1,375 Hz). Positioning of electrodes, sampling, and filtration followed the
recommendations of the American Association of Sleep Medicine (AASM)
Manual for the Scoring of Sleep and Associated Events (70). The monkeys were
digitally video-recorded at 50 frames per s using an infrared camera (640 × 480
pixels; NorPix) to assist sleep staging by detection of the eye-open/closed state.

Sleep staging was done using a semiautomatic staging algorithm (custom
software) that used clustering of 10-s nonoverlapping epochs, based on three
features: (i) the average high/low EEG power ratio across all contacts, where
the average power at 15 to 25 Hz (related to waking) was divided by the
average power at 0.1 to 7 Hz (related to sleep); (ii) root mean square (RMS)

of the EMG signal; and (iii) eye-open fraction. Eye states were automatically
determined based on the number of dark pixels in the eye area. Every 10-s
epoch was represented as a point in three-dimensional feature space (71),
usually forming three clusters: for wakefulness (high EMG RMS, increased
EEG high/low ratio, eye-open fraction close to 1), NREM (low EMG RMS,
decreased EEG high/low ratio, eye-open fraction close to 0), and REM (very
low EMG RMS, increased EEG high/low ratio, eye-open fraction close to 0).
The three clusters were delineated manually, leaving outlier points un-
classified (Fig. 1A). Before semiautomatic clustering, 10% of the night
epochs were scored manually by a trained expert (A.D.M.-K.; provided they
contained all sleep stages. If not, manual staging proceeded until epochs
from all stages were encountered). The staging results provided by the
semiautomatic algorithm were accepted for further analysis only if they
matched the expert staging in more than 85% of the tested epochs. In the
few cases where adequate agreement was not achieved, EEG high- and low-
frequency ranges were modified to allow for better discrimination.

NREMepochswere divided into SWS andN1/2 epochs: EEG traceswere 0.1- to
2-Hz bandpass-filtered (stopband: 0 to 0.05 Hz, 2.5 to 1,375 Hz). In each 10-s
epoch, slow-oscillation segments were defined as segments in which the in-
stantaneous amplitudeof the 0.1- to 2-Hz oscillation (calculated using theHilbert
transform of the filtered signal) exceeded a 40-μV threshold in the frontal or
central EEG derivations. If the total duration of slow-oscillation segments in a
10-s epoch exceeded 20% of the epoch length, this epoch was staged as SWS.
Otherwise, it was staged as N1/2. This differentiation is consistent with the
AASM criteria. The only exceptions were our broader definition of the slow-
oscillation range (0.1 to 2 Hz instead of 0.5 to 2 Hz, which was utilized to make
sure no lower slow-oscillation range power was lost), the minimal voltage
threshold for defining N3 (40 μV instead of 75 μV, consistent with the midskull
location of our reference vs. mastoid reference), and our additional use of the
central EEG electrodes instead of only frontal ones. Therefore, we termed
the epochs staged in this way “SWS” rather than “N3.” Analysis of a subset of
the data staged using N3 criteria returned similar results.

Electrophysiological Recordings and Data Collection. Recording sessions fol-
lowed the sleep habituation routine (4 to 6 nights a week, 10 to 11 PM to 5 to
6 AM). The monkeys’ heads were immobilized with a head holder and eight
glass-coated tungsten microelectrodes (confined by an ∼1.7-mm internal
diameter guide, impedance 0.4 to 1 MΩ at 1 kHz; Alpha Omega Engineer-
ing) were advanced separately (Electrode Positioning System; Alpha Omega
Engineering) by two experimenters toward the targeted structures. Elec-
trical activity was amplified with a gain of 20, filtered using a hardware
Butterworth filter (highpass: 0.075 Hz, two poles; lowpass: 10 kHz, three
poles), and sampled at 44 kHz by a 16-bit (±1.25-V input range) analog/
digital converter. Spiking activity was sorted online using a template
matching algorithm (SnR; Alpha Omega Engineering). BG and thalamo-
cortical neuronal assemblies were identified according to their stereotaxic
coordinates, based on MRI and primate atlas data (68) and real-time as-
sessment of their electrophysiological features (22).

Preparation of Online-Sorted Units for Offline Analysis. Neuronal stability
periods were first defined online, based on the technical quality of the unit
isolation and stability of recording. Offline single-neuron and pair analyses
were conducted only for unquestionably identified, stably held, and well-
isolated neurons (72). Neurons exhibiting a stable firing rate for ≥3 min
(73) and an average isolation score ≥0.85 (≥0.8 for MSNs and thalamus
neurons; ≥0.7 for STN and cortex neurons) were further analyzed. The ad-
justment of the inclusion criteria for MSNs, thalamus, cortex, and STN neu-
rons was prompted by their relatively dense cellular arrangement, which
makes isolation difficult. Analysis of the subset of those neurons displaying
an isolation score ≥0.85 and a stable firing rate for ≥10 min yielded similar
results to those reported here. The average isolation score for all of the cells
included in all of the analyses was 0.93, and the mean recording time was
43 min (Table S1). The average isolation score for neuron pairs was calcu-
lated as the mean score of all neurons in all pairs.

Firing Rate, Firing Pattern, and Power Spectrum Analysis. Each neuronal unit’s
recording time was segmented into 10-s epochs corresponding to the sleep
staging epochs. For GPe, GPi, and SNr cells, pauses were detected using the
modified surprise method (74). The spike count was measured for all 5-ms
nonoverlapping bins, and the 10-s epoch mean was subtracted to eliminate
the DC (direct current, 0 Hz) component. The per-epoch firing rate power
spectrum was obtained [Hamming window, NFFT (no. of fast Fourier trans-
form points): 2,048; frequency resolution: 0.098 Hz. Different bin lengths,
window functions, and numbers of FFT points yielded similar results]. The
relative power at each frequency was then calculated by division of the
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entire spectrum by the overall power in the range of 0.1 to 35 Hz. The mean
slow-oscillation frequency (during SWS epochs) was calculated as the aver-
age instantaneous frequency of the epoch (obtained using the Hilbert
transform after 0.1- to 2-Hz filtering).

To verify that our results were not confounded by the differences between
the average firing rates of the different neuronal species (26), we calculated
the power spectra of the spike-pruned signals for all of the BG high-
frequency discharge structures. Spikes were randomly pruned to arrive at
a firing rate of four or two spikes/s (mean firing rate of the cortex and MSN
neurons during SWS, respectively). The power spectrum of the resulting
signal was calculated as described above. Random pruning and power
spectra calculations were repeated 10 times and then averaged. A low-to-
high firing rate power ratio was calculated for every neuron and sleep stage
by dividing the mean relative power at 0.1 to 2 Hz by the mean relative
power at 9 to 15 Hz. A cell was considered to exhibit slow oscillations if its
LHPR during SWS was significantly higher (Wilcoxon signed-rank test, P =
0.05) than the median of the distribution of LHPRs for REM sleep and
wakefulness combined, and significantly higher than 1. If a given cell was
only recorded during SWS, its SWS LHPR only needed to be higher than 1.

We also conducted a similar spectral analysis of the local field potential
recorded in the vicinity of each of the analyzed neurons. The raw signal
(hardware filtered between 0.075 Hz and 10 kHz, and sampled at 44 kHz) was
digitally bandpass-filtered (0.1 to 35 Hz; stopband: 0 to 0.05 Hz, 40 to 22,000 Hz)
and downsampled to 1,375 Hz.

Cross-Correlation Analysis. Pairs for cross-correlation analysis were recorded
from the same neuronal assembly but from two different electrodes to
overcome the shadowing effect of units recorded by the same electrode (75).
A 3,000-ms segment around each of the spikes of the (randomly assigned)
trigger neuron was defined and binned to 5-ms bins. The number of spikes
fired by the other, reference, neuron in each of these bins was averaged
across trigger neuron spikes and divided by the bin length and the number
of trigger spikes to obtain a conditional firing rate in spikes/s. Trigger neu-
ron spikes that were less than 1,500 ms away from the beginning or end of
an epoch were not considered for analysis. Cross-correlograms were
smoothed using a 10-ms Gaussian kernel (MSN traces were smoothed using a
30-ms kernel to compensate for the slow discharge rate of the MSNs). The
area under the curve of the cross-correlogram was calculated using trape-
zoidal numeric integration for the interval of 1,500 ms around the trigger
spike. The zero point for integration was set as the average activity in the
first and last 500-ms intervals of the 3,000-ms segment.

Analysis of Phase Relationships Between Slow-Oscillation Waves. Neuron
pairs where both neurons exhibited slow oscillatory activity, were recorded
during an SWS epoch, and also exhibited 0.1- to 2-Hz power greater than a
predefined threshold, were analyzed for their phase relationships. For the
randomly selected trigger and reference neuron, a firing rate vector was
obtained as previously described. The firing rate vector was filtered in the slow-
oscillation range, and slow-oscillation peaks were found. Peaks had to maintain
a minimal 350-ms distance, and have a minimal instantaneous amplitude (de-
fined as the 50th percentile of the 0.1- to 2-Hz instantaneous amplitude dis-
tribution, for all of the neuron’s NREM periods). For each of the trigger
neuron’s slow-oscillation peaks, the instantaneous phase of the reference
neuron was found. To merit further analysis, the pair of neurons had to meet
two additional criteria: The instantaneous slow-oscillation amplitude of the
reference neuron in the sample corresponding to the trigger neuron peak had
to be the minimal amplitude stated for the trigger neuron, and the dif-
ference between the average oscillation frequencies of both neurons
(evaluated over one period around the peak point) had to be less than
0.3 Hz. The phase-lock index (range 0 to 1) was calculated for the acquired
phase differences. Different amplitude thresholds and oscillation fre-
quency differences yielded similar results.

To assess the similarity between concurrent oscillations, we also calculated
Pearson’s correlation between full slow-oscillation waveforms for the si-
multaneously recorded cells. The correlation was calculated between seg-
ments of one period around each of the peaks of the trigger neuron, and
the corresponding segments for the reference neurons. To correct for the
different firing rates of each neuron, the segments were normalized by
subtraction of their mean and division by their respective SDs (z-score nor-
malization). Wave-to-wave correlation histograms were smoothed by an
8-point Gaussian kernel to allow for better visualization.

To explore the coupling between a neuron’s spiking activity and the
slow oscillation of the LFP recorded in its vicinity, we calculated the in-
stantaneous phase of the filtered LFP (passband: 0.1 to 2 Hz; stopband:
0 to 0.05 Hz, 2.5 to 22,000 Hz. Phases ranged from −π to π, and were
binned to 1,000 2π/1,000 rad-sized bins) for each spike timing. Only
spikes that were concurrent with an LFP slow oscillation with an in-
stantaneous amplitude greater than a predefined threshold (the 50th
percentile of the slow-oscillation instantaneous amplitude distribution
in the original LFP) were further analyzed. Using a neuron-specific thresh-
old allowed us to correct for interstructure and interneuron differences and to
only take traces of activity that showed genuine slow oscillation into consid-
eration. The spike count corresponding to each phase bin of the trigger
neuron was used to compute the single-neuron spike to the LFP phase-lock
index. Spikes in the range of 3,000 ms around each oscillation trough were
summed and averaged across waves to obtain a delay map of the neuron’s
spiking activity in relation to the LFP slow-oscillation troughs. The same
analysis, building on the LFP from a trigger neuron and spikes from a reference
neuron, yielded similar results.

The distance between simultaneously recorded neurons was assessed
using the Euclidean distance between the estimated locations of the mi-
croelectrode tips. The distance between the middle of the shafts of each of
the microelectrodes was assessed by a digitized high-resolution image of the
shafts, and the depth of each recording site relative to the depth in which the
brain was penetrated was estimated using the 1-μm-resolution electrode-
positioning system.

Statistics. Analysis was conducted identically on all neuronal assemblies. The
data from the twomonkeyswere pooled since no significant differences were
detected between them. A threshold of 0.05 was used to establish statistical
significance. ANOVA and Student’s t test were only used when neither of the
assumptions of ANOVA was violated, namely an underlying normal distri-
bution and homogeneity of the variance. Thus, ANOVA was used when (i)
samples were large and represented the sum of random variables; that is,
they distributed normally according to the central limit theorem. Never-
theless, it is worth noting that ANOVA is usually robust to violations of the
normality assumption (76). (ii) All groups were variance-homogeneous.
When one of the two ANOVA assumptions was not met, nonparametric
statistical tests were used. The Bonferroni correction was used when the
number of comparisons was small (<15), and the false discovery rate (FDR)
correction (Benjamini–Hochberg procedure) was used otherwise. Significant
P values are reported postcorrection. All statistical tests were two-tailed.
Analyses and statistical computations were performed using Matlab 2013b
(MathWorks) and SPSS 24 (IBM). Data and code are available from the Basal
Ganglia data repository (basalganglia.huji.ac.il/links.htm).
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